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Housekeeping

Stay muted unless speaking

Be professional

This meeting will not be recorded

Camera on if comfortable doing so
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Who am I?

● Data Scientist

● Career consultant 
(SapientNitro, PwC, 
Accenture)

● Community builder

● Accidental 
entrepreneur
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Manifesto

Teaching and learning 
are complementary.

Learning is exploration, 
not a journey.

Learning is a 
non-linear process.

Knowledge is only valuable if it is useful.

The best way to 
learn is by doing.
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Tools of the Trade

Python 3 Google Colab 
/ Jupyter

Machine Learning
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What is Machine Learning?

Classical 
Programming

Machine 
Learning

Data

Rules

Data

Answers

Answers

Rules
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Supervised Learning
Making predictions

Unsupervised Learning
Finding patterns in data

Reinforcement Learning
Feedback & Rewards

Make predictions from a dataset 

and data labels - categorical or 

numeric values associated with 

each observation in the training 

data.

Uses statistical techniques to 

uncover patterns in a dataset 

based upon its features. Unlike 

supervised learning, it does not 

require data labels.

Reinforcement Learning (RL) 

teaches an agent a behavior by 

optimizing against a target 

objective with a reward function. 

Types of Machine Learning

A

B

C
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Supervised Learning

Features Labels
ML Model

^

Predictions

TRAINING

Unseen data ML Model

^

Predictions

PREDICTION / EVALUATION

Error = 
^
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Linear Models

Regression

Classification

Linear Regression 
(Ordinary Least Squares /  OLS)

Logistic Regression

P
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A Machine Learning 
Problem
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The goal of a given ML model is to be as 

generalizable as possible and describe 

the underlying behavior or 

phenomenon of interest.

Overfitting refers to the model learning 

specifics of the particular dataset that 

was used for training, such that it does 

not perform well on new data.

Overfitting

Image Attribution: https://www.mathworks.com/discovery/overfitting.html

Underfitting: 

The model has not learned enough about the 

patterns in the data and fails to adequately 

capture the relationship it is supposed to 

describe.

Good Fit: 

The model is fit well, describing the underlying 

pattern in the data well in a general way. Its 

predictions are not perfect, but it does not 

exhibit excessive variance in order to capture 

all data points.

Overfitting: 

The model has learned "too much" about the 

dataset used for training, including outlying 

observations and is fit too tightly to the data.
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TRAIN MODEL TRAINED MODEL

EVALUATE MODEL

❓

SCORES (METRICS)

DATA

TEST
DATA

TRAINING 
DATA

Training and Testing an ML Model from Data
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QUESTIONS
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